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Singular value decomposition

The SVD is a core technique in many matrix data analyses.

It is used to do least squares computations in a most reliable way.

It is also useful in theoretical analysis of matrices.

We’ll use it at first to understand some classical methods.

Then we revisit it as an ’end in itself’
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Definition

SVD

The matrix Am×n can be written A = UΣV ′ where

Um×m is orthogonal

Vn×n is orthogonal, and

Σm×n is diagonal

with singular values Σjj ≡ σj where

σ1 ≥ σ2 ≥ · · ·σr > σr+1 = σr+2 = · · ·σmin(m,n) = 0

Cols of U (resp V) are left (right) singular vectors

A matrix is what a matrix does (F. Gump)

Ax = UΣV ′x

Rotate then stretch then rotate
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Properties

Skinny SVD

A = Ũ Σ̃Ṽ ′

Ũ = First r columns of U

Σ̃ = Upper r × r submatrix of Σ

Outer product representation

A =
r∑

i=1

σiuiv
′
i so A has rank r

ui = Column i of U

vj = Column j of V
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Reduced rank approximations

Best rank k ≤ r approx to A

Âk =
k∑

i=1

σiuiv
′
i

Minimizes Frobenius norm
‖A− Âk‖2F

where
‖X‖2F =

∑
i

∑
j

X2
ij

‖Âk‖2F =
k∑

i=1

σ2
i

‖A− Âk‖2F =

min(n,m)∑
i=k+1

σ2
i
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Norms and conditions

Matrix norms

‖A‖2 ≡ max
‖x‖=1

‖Ax‖ = σ1

‖A‖F =
r∑

i=1

σ2
r

Condition: numerical difficulties bounded in terms of κ

min
‖x‖=1

‖Ax‖ = σmin(n,p)

κ(A) =
max‖x‖=1 ‖Ax‖
min‖x‖=1 ‖Ax‖

=
σ1

σmin(m,n)
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Sums of squares and eigendecomposition

Symmetric matrix A

A = PΛP ′, Eigen vectors in cols of P , Λ = diag(e vals)

Matrix squaring

X = UΣV ′

X ′X = V Σ′U ′UΣV ′

= V Σ′ΣV ′ so Λ(X ′X) = Σ′Σ P (X ′X) = V

XX ′ = UΣΣ′U ′ so Λ(XX ′) = ΣΣ′ P (XX ′) = U

Xn×p n ≥ p

Σ′Σ = diag(σ2
1, . . . , σ

2
p) ΣΣ′ = diag(σ2

1, . . . , σ
2
p, 0, . . . , 0)

When X = UΣV ′

X ′ = V Σ′U ′ X and X ′ have same (nonzero) singular values
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Computing the SVD

Cost (WLOG n ≤ m)

O(m2n + mn2 + n3) for U , Σ, V

O(mn2 + n3) for Ũ , Σ̃, Ṽ

Further savings if only Σ needed
Big savings possible if only low rank approx needed

Computing a truncated SVD k � min(m, n)

Very roughly O(mnk)

Exact cost seems unknown

Can study empirically

In R the cost is the same for all k

matlab does better
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Applications

Fitting regressions

Ŷ = HY where H = X(X ′X)−1X ′ = Ũ Ũ ′

Computing principal components

Apply to variance or correlation matrix

Correspondence Analysis

We’ll see

Latent semantic indexing

Dimension reduction in information retrieval
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Further references

Golub and van Loan “Matrix Computations”
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